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Why do we need to understand AI?
• Many of us use/will use AI in healthcare.
• Automatic treatment summaries, detecting lung nodules in CT scans, … 
• Black-box model:

• Why would healthcare professional need to understand it?
• Critical thinking: When will it work/fail? Don’t be passive consumer.
• Innovation: Identify promising applications.
• Confidence: Distinguish hype from reality, call out nonsense.
• Scientific curiosity: One of the greatest engineering achievements.

Query/input image AI Some kind of  answer?
?

?

?
?

?
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“Tiny potato kings wearing majestic 
crowns, sitting on thrones, overseeing 
their vast potato kingdom filled with 
potato subjects and potato castles.”
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“a family of grizzly bears sit at a table, 
dining on salmon sashimi with chopsticks.”
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“When human hands grow tired in their skill,
And reason fades beneath long nights and strain,
There comes a mind—not born, but shaped by will—
With circuits keen, and faster than the brain.

It learns from blood, from scans, from silent signs,
Predicts the fall before the symptoms show;
It aids the hand, but not the heart—our minds
Must guide it still, lest colder judgments grow.
Yet used with care, this tool may help us find
A kinder art: machine with soul aligned.”
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Singhal et al. 2023, Large language models encode clinical knowledge, Nature
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But what is AI?

Artificial 
Intelligence

(slippery term)

Machine 
Learning
(learning from 
examples)
• Linear 

regression
• Decision 

trees

Deep Learning
(neural networks)
• Auto-segmentation
• Classifying lesions

Generative AI
• Images (DALL-

E)
• Video (Sora)

Large language models 
(LLMs)
• ChatGPT
• Claude
• DeepSeek

Called foundation models:
• One model provides foundation for many tasks.
• Can ask ChatGPT about radiation oncology or English 

literature or astronomy or anything!
• Contrast single-task models.
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Nicholas Gordon, Fortune, March 30, 2025
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The deep learning revolution
AlexNet: 

Image classification

2012

AlphaGo: 
Playing board games

2018

AlphaFold: 
Protein structure prediction ChatGPT:

Intelligent chatbot

2022

DALL-E: 
Text-to-image generation

2013 2014 2015 2016 2017 2019 2020 2021 2023 2024 2025

Your idea here
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John Hopfield
Princeton University

Geoffrey Hinton
University of  Toronto

Demis Hassabis
Google DeepMind

John Jumper
Google DeepMind

Already revolutionized science

Mayo Clinic is betting that deep learning will revolutionize healthcare

2024 Nobel Prize in Physics 2024 Nobel Prize in Chemistry



© 2025 Mayo Foundation for Medical Education and Research

Roadmap
Part 1: How does deep learning work?

Part 2: How do foundation models work?

Goal: intuition and general principles.
Applications covered in Day 2.
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Part 1:
How Does Deep Learning Work?
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• Deep learning = use of neural networks.
• Math functions with millions of numbers: 

“parameters/weights”
• The numbers determine how the neural network behaves.

1. Start by choosing parameters randomly (garbage predictions).
2. Optimizer automatically adjusts parameters to fit example data.
3. Apply the function to new data (great predictions, hopefully).

Deep learning from 40,000 feet
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First step: linear regression
• To understand neural networks, start 

with linear regression.
• Solving this uses same ideas behind 

ChatGPT or image classification!
• Given 3 datapoints:
• For any x, predict y.

• Simplest idea: straight line.
• But points not in straight line!
• Any straight line will miss points.
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First step: linear regression
• To understand neural networks, start 

with linear regression.
• Solving this uses same ideas behind 

ChatGPT or image classification!
• Given 3 datapoints:
• For any x, predict y.

• Simplest idea: straight line.
• But points not in straight line!
• Any straight line will miss points.
• Which line to choose?
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Linear regression parameters
• Need two numbers to define a line:
• Slope/gradient
• Intercept/bias

                                                 𝑓 𝑥 = 𝑤𝑥 + 𝑏

• Once 𝑤, 𝑏 specified, can 
easily compute	𝑓(𝑥) at any 𝑥.
• 𝑤, 𝑏 are the parameters/weights.
• Neural networks have them too,

but many more.
• Reframe problem:
• Choose best line → choose best parameters/weights.
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Picking the best line
• Need rule to choose “best” line.
• No one “correct” answer: must invent something.
• Define “loss” function to measure how far points are from line.
• High loss → line fits data poorly.
• Low loss → line fits data well.

• Crucial step in all deep learning models.

Dataset

Line
Loss function A single number:

Lower is better
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Choosing a loss function
• Choosing loss function is an art.
• Defines what a good prediction is.

• Simple choice: squared error
𝐿 𝑤, 𝑏 = 𝑓 𝑥! − 𝑦! " + 𝑓 𝑥" − 𝑦" "+ 𝑓 𝑥# − 𝑦# "
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Optimization
• Choose best fit line →
 Find 𝑤, 𝑏 that minimizes loss: 𝐿 𝑤, 𝑏 .
• Use gradient descent:

1. Choose 𝑤, 𝑏 randomly (terrible fit!).
2. Calculate derivative/gradient of 𝐿 𝑤, 𝑏 .
3. Adjust 𝑤, 𝑏 by small amount in (opposite) direction of gradient.
4. Repeat 2–3 until 𝐿 𝑤, 𝑏  is low (good fit!).

• Gradient descent is how all neural networks learn!
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Gradient descent for linear regression
• Find 𝑤, 𝑏 that minimizes 𝐿 𝑤, 𝑏 . 
• 2 parameters → 2D surface! 
• Each point represents choice of 𝑤, 𝑏.
• Yellow → higher loss → worse fit
• Blue → lower loss → better fit
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1. Choose 𝑤, 𝑏 randomly (terrible fit). 

⇔ 

Gradient descent for linear regression
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2. Calculate derivative/gradient.

⇔ 

Gradient descent for linear regression
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2. Calculate derivative/gradient.
3. Move	𝑤, 𝑏 a little in opposite direction of gradient.

⇔ 

Gradient descent for linear regression



© 2025 Mayo Foundation for Medical Education and Research

⇔ 

Gradient descent for linear regression
2. Calculate derivative/gradient.
3. Move	𝑤, 𝑏 a little in opposite direction of gradient.



© 2025 Mayo Foundation for Medical Education and Research

⇔ 

Gradient descent for linear regression
2. Calculate derivative/gradient.
3. Move	𝑤, 𝑏 a little in opposite direction of gradient.



© 2025 Mayo Foundation for Medical Education and Research

⇔ 

Gradient descent for linear regression
2. Calculate derivative/gradient.
3. Move	𝑤, 𝑏 a little in opposite direction of gradient.



© 2025 Mayo Foundation for Medical Education and Research

⇔ 

Gradient descent for linear regression
2. Calculate derivative/gradient.
3. Move	𝑤, 𝑏 a little in opposite direction of gradient.



© 2025 Mayo Foundation for Medical Education and Research

⇔ 

Gradient descent for linear regression
2. Calculate derivative/gradient.
3. Move	𝑤, 𝑏 a little in opposite direction of gradient.



© 2025 Mayo Foundation for Medical Education and Research

⇔ (APPROXIMATE) 

BEST FIT FOUND!

Gradient descent for linear regression
2. Calculate derivative/gradient.
3. Move	𝑤, 𝑏 a little in opposite direction of gradient.
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Recipe for deep learning
• Deep learning more sophisticated.
• But same ingredients!

1. Dataset: x, y pairs (up to trillions) — but x, y could be anything.
2. Function class: neural networks, not straight lines.
3. Parameters: billions, not two.
4. Loss function: not squared error, but same idea.
5. Gradient descent: find best parameters.

x y
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Part 2:
How do Foundation Models Work?
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Foundation models from 40,000 feet
• Still neural networks!
• Large Language Models (LLMs).
• To create a foundation model:

1. Represent words as numbers.
2. Generate sentences by predicting next word.
3. Train on data from Internet.
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Words to numbers
• Neural networks process numbers:

𝑓 𝑥 = 𝑦
• 𝑥 and 𝑦 numbers. 
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Words to numbers
• Neural networks process numbers:

𝑓 𝑥 = 𝑦
• 𝑥 and 𝑦 numbers. 
• Multiple numbers possible too.

𝑓 𝑥%, … , 𝑥& = 𝑦%, … , 𝑦&
• How to input and output words?

𝑥!

𝑥"

𝑥#
…

𝑥!"#

𝑥$

𝑦!

𝑦"

𝑦#
…

𝑦!"#

𝑦$
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Words to numbers
• Assume dictionary has 𝑁 different words:
• Represent each word as 𝑁 numbers.
• Each “slot” assigned to each word.

• Each word represented by 1 in corresponding slot, 0 elsewhere:

• Called one-hot encoding.

(𝑥!, 𝑥", 𝑥#, 𝑥$, … , 𝑥%)

“
u
m
b
r
e
l
l
a
”

“
d
i
n
o
s
a
u
r
”

“
b
l
u
e
”

“
f
i
r
s
t
”

“
c
o
m
e
”

“blue” → (0, 0, 1, 0, … , 0)
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Words to numbers

“umbrella” 𝑥!

𝑥"

𝑥#
…

𝑥!"#

𝑥$

“dinosaur”

“blue”

“first”

“come”

𝑦!

𝑦"

𝑦#
…

𝑦!"#

𝑦$

Example: how to say “blue” to network?
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…
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Words to numbers

“umbrella” 0

0

1

…

0

0

“dinosaur”

“blue”

“first”

“come”

𝑦!

𝑦"

𝑦#
…

𝑦!"#

𝑦$

Example: how to say “blue” to network?
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Foundation models from 40,000 feet
• Still neural networks!
• Often called “Large Language Models” (LLMs).
• To create a foundation model:

1. Represent words as numbers.
2. Generate sentences by predicting next word.
3. Train on data from Internet.
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• To create a foundation model:

1. Represent words as numbers.
2. Generate sentences by predicting next word.
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Generative AI is predictive AI
• How to generate entire sentences?
• Idea: sentence generation is just repeated word prediction.
• Standard AI: predict malignancy given image.

• Now: predict next word given previous words.

Neural 
network

y: Benign

y: Malignant

x: Skin lesion image
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1. Predict most probable next word.

Neural 
network

Previous words: 
context

“The needs of 
the patient”

“umbrella”

“dinosaur”

“blue”

“first”

“whisper”

“come”

... 

O
ne output for every w

ord

Generative AI is predictive AI
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1. Predict most probable next word.
2. Add it onto the context.
3. Go back to step 1.

Neural 
network

Previous words: 
context

“The needs of 
the patient 
come first”

“umbrella”

“dinosaur”

“blue”

“first”

“whisper”

“come”

... 

O
ne output for every w

ord

Generative AI is predictive AI
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1. Predict most probable next word.
2. Add it onto the context.
3. Go back to step 1.

Neural 
network

Previous words: 
context

“The needs of 
the patient 
come first”

“umbrell
a”

“dinosau
r”“blue”

“first”

“whisper”

“come”

... 

O
ne output for every w

ordRepeat until entire 

document/conversation is 

generated

Generative AI is predictive AI
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Foundation models from 40,000 feet
• Still neural networks!
• Often called “Large Language Models” (LLMs).
• To create a foundation model:

1. Represent words as numbers.
2. Generate sentences by predicting next word.
3. Train on data from Internet.
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Training data
• Training requires dataset of many datapoints.
• Datapoint = example of correct (Input, Output) pair.
• Dataset = (Input 1, Output 1), (Input 2, Output 2), …, etc.  

• Last time: 
• Dataset = (             , Malignant), (             , Benign), …, etc.

• Now: labels are next word in sentence.
• Dataset = (“Mary had a little”, “lamb”), 

        (“To be or not to”, “be”),
        (“Bold Forward” , “Unbound”), …, etc.

• Where to get such a dataset?
• The Internet!

Esteva et al. 2017, Dermatologist-level classification of  skin cancer with deep neural networks, Nature.
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Training data
• Computers automatically download text in billions of webpages.
• Common Crawl releases monthly web “snapshots”.
• Includes:
• Wikipedia
• Forum discussions
• Online courseware
• Academic papers
• Books
• Open-source code

• All human knowledge!
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Toy example: mini-internet
• Imagine entire internet had only two websites.
• Each website has just one sentence:
• www.mayo.com says: “Mayo Clinic saves lives”
• www.ai.com says: “Mayo Clinic uses AI”

• What would happen if we trained LLM on this data?

www.mayo.com

Mayo Clinic saves lives

www.ai.com

Mayo Clinic uses AI

http://www.mayo.com/
http://www.mayo.com/
http://www.ai.com/
http://www.ai.com/
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What is the training data?
• Dataset = (Input 1, Output 1), (Input 2, Output 2), …, etc.  
• Six training datapoints in two sentences!
• “Mayo Clinic saves lives”
• “Mayo Clinic uses AI”
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What is the training data?
• Dataset = (Input 1, Output 1), (Input 2, Output 2), …, etc.  
• Six training datapoints in two sentences!
• “Mayo Clinic saves lives”
• “Mayo Clinic uses AI”

• Becomes: 
1. (“Mayo”,“Clinic”)
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What is the training data?
• Dataset = (Input 1, Output 1), (Input 2, Output 2), …, etc.  
• Six training datapoints in two sentences!
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What is the training data?
• Dataset = (Input 1, Output 1), (Input 2, Output 2), …, etc.  
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What will the network learn?
• If gradient descent succeeds, will match distribution of training 

dataset.
• Like a parrot!

“Mayo Clinic saves”

“lives”

🤖

👤
Prompt

LLM output

100% probability
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What will the network learn?

“Mayo Clinic uses”

“AI”

🤖

👤
Prompt

LLM output

100% probability

• If gradient descent succeeds, will match distribution of training 
dataset.
• Like a parrot!
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What will the network learn?
• What if the training data has multiple occurrences of phrase?
• Minimize loss → assign equal probability to each outcome.

“Mayo Clinic”

“uses AI”

🤖

👤
Prompt

LLM output

“saves lives” 50% probability

50% probability
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What will the network learn?
• What if the training data has multiple occurrences of phrase?
• Minimize loss → assign equal probability to each outcome.

“Mayo Clinic”

“uses AI”

🤖

👤
Prompt

LLM output

“saves lives” 50% probability

50% probabilityWhat does this mean for 

LLM use in healthcare?
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Generalization
• Can now create digital parrot.
• Memorization ≠ understanding.
• Real question: can LLMs complete text that isn’t anywhere online?
• Radiation oncology Shakespearean poem?
• Feedback on a never-before-seen radiation treatment plan?

• Yes! As long as training data large and diverse enough.
• Won’t work for toy internet example.
• But when trained on real internet, LLMs learn the principles of language 

and reasoning.
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Recap
• Large language models like ChatGPT are neural networks that:
• Represent text as numbers.
• Predict the next word given context.
• Are trained on the Internet.
• But have demonstrated ability to generalize beyond it.

• And they are changing healthcare and the world!
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Thank you for listening!

Q&A


